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a b s t r a c t 

The nexus between water and energy reveals that transporting water for end use is a highly energy 

intensive operation. In this work we consider the optimal operation of a water distribution network con- 

sisting of pumps delivering water to different reservoirs, with each reservoir catering to a time varying 

demand. Pumps and ON/OFF valves are used as manipulated variables to minimize energy consumption 

while meeting the demand. Due to the nonlinear nature of the pump operating curve and the hydraulics, 

this results in a Mixed Integer Nonlinear Program (MINLP). We propose a three step decomposition ap- 

proach to solve this problem efficiently. The applicability of this technique is demonstrated on a water 

network proposed for a municipality in India and the potential advantages are reported. We also com- 

pare the solution times required for the proposed technique and a standard solver and demonstrate the 

efficiency of the proposed approach. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

Water distribution networks (WDNs) are important infrastruc-

ural assets for human settlements. A typical network consists of

torage reservoirs, pipes, pumps and valves, and is used to trans-

ort treated water from the source to consumers located in its re-

ion of service. It is estimated that water supply and treatment

ccounts for nearly 8% of global energy consumption ( Garcia and

ou, 2016 ). Pumping cost accounts for a significant portion of the

perational expenditure in WDNs ( Bunn and Reynolds, 2009 ), and

ence optimal operation of pumps holds the potential to signif-

cantly reduce the energy expenditure ( Hong et al., 2017; Jowitt

nd Germanopoulos, 1992; Waterworth and Darbyshire, 2001 ). De-

ermining this optimal schedule for operation of pumps is a dif-

cult task for both managers and researchers alike. The variabil-

ty in water consumption and the complexity of water distribution

etworks limits the use of heuristic solutions ( López-ibáñez et al.,

008 ) and hence the recourse to formal mathematical optimization

ormulations. However, the nonlinear nature of the hydraulic equa-

ions and use of integer variables to model the state of the pumps

nd valves results in complex, high dimensional, nonlinear integer

ptimization problems which are known to be computationally de-
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anding ( Shi and You, 2016 ). Energy savings that can be achieved

hrough pump scheduling and the computational complexity in-

olved in obtaining this are well documented for domains outside

ater distribution as well ( Cafaro et al., 2015; Magatao et al., 2004;

ejowski Jr. and Pinto, 2008 ). 

One of the earliest reported approaches used a dynamic pro-

ramming technique for solving this problem ( DeMoyer and Hor-

itz, 1975 ). Tarquin and Dowdy (1989) reported a technique for

election of pumps considering operational efficiency as well. Sub-

equently, linearized network equations and constraints were used

o determine the optimal schedule by Jowitt and Germanopou-

os (1992) . The applicability of the procedure depended on the

alidity of a few assumptions that decoupled network hydraulics

rom pump station controls and the technique was described to

e useful in networks where the head lift given by pumps was

arge in comparison to the nodal head fluctuations caused by

ump or valve switches elsewhere in the network. A dynamic

rogramming approach which considers pump switches was in-

roduced by Lansey and Awumah (1994) , but the computational

omplexity associated with this procedure limited its applicability

o only small and medium sized systems. Recently, a Lagrangian

elaxation approach coupled with an improved limited discrep-

ncy search was proposed by Ghaddar et al. (2015) , and subse-

uently used in a combined design-operation problem put forth

y Naoum-Sawaya et al. (2015) . Researchers have also explored

https://doi.org/10.1016/j.compchemeng.2018.04.017
http://www.ScienceDirect.com
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Fig. 1. Supply and distribution sides in an intermittent water system. 
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the possibility of implementing online controllers that make use

of measurements available from the network ( Sankar et al., 2015;

Sopasakis et al., 2018 ). An aggregation of the various models that

can be used under different assumptions has been carried out

by Burgschweiger et al. (2009) and a survey of the mathemat-

ical programming techniques available for both network design

and operation is presented by D’Ambrosio et al. (2015) . Mala-

Jetmarova et al. (2017) have comprehensively reviewed over 200

publications which are relevant to optimal operation of water dis-

tribution systems, particularly optimal pump operation, valve con-

trol and water quality and tabulated their findings. 

In addition to the above mentioned mathematical program-

ming techniques, evolutionary algorithms also have been applied

towards solving the pump scheduling problem. A comparative

study of the performance of various multi-objective evolution-

ary algorithms, namely SPEA, NSGA, NSGA 2, CNSGA, NPGA and

MOGA was reported by Baran et al. (2005) . The authors identi-

fied SPEA as the preferable technique for this application. A hy-

brid method which combined Genetic Algorithms (GAs) with Hill-

climber strategies (Hookes and Jeeves and Fibonacci) was found to

be superior to using GA alone in the works of Zyl et al. (2004) .

López-Ibáñez et al. (2005) introduced a new representation for a

pump schedule using which it was possible to restrict the num-

ber of pump switches to a specified maximum while using GAs.

More recently, neutral evolutionary search and ant colony opti-

mization have also been used for solving the pump scheduling

problem ( López-ibáñez et al., 2008; Selek et al., 2012 ). Further,

Bagirov et al. (2013) used a combination of grid search and Hookes

and Jeeves method to solve the MINLP. A more prominent feature

of the paper is that the authors used a continuous time formula-

tion as against the discrete time formulation used by most of their

peers. 

In this work, we focus on a specific class of water distribu-

tion networks having the following characteristics. Water from

the treatment plants is supplied to storage reservoirs (elevated or

sumps) from which water is distributed (by gravity or pumping re-

spectively) to end consumers. Here,“supply side” denotes pumps

and pipelines delivering water from the treatment facility to the

intermediate reservoirs (typically overhead tanks - OHTs) and the

“distribution side” consists of pipes delivering water from these

overhead tanks to the consumers as shown in Fig. 1 . The inlet

pipes to the OHTs are fitted with ON/OFF valves which are opened

and closed in a prescribed schedule to manage the water supply.

This design and operation is typically found in rural water supply

schemes ( Bhave and Gupta, 2006; Bonvin et al., 2017 ) and several

urban water systems as well ( Amrutur et al., 2016 ). The problem

considered in the present work is to determine the optimal sched-

ule for operation of pumps and valves for supplying water to the

OHTs to satisfy the time varying demand requirements, while min-
mizing total energy consumption. There are very specific differ-

nces in design and operation of such water networks as opposed

o well studied, urban water networks and we describe them in

etail. Such systems are not well studied even though a significant

umber of rural water schemes follow these designs ( Bhave and

upta, 2006; Bonvin et al., 2017 ). 

The first difference is that we consider fill and draw type reser-

oirs rather than floating reservoirs. In the fill and draw reser-

oir design, the inlet and outlets to the storage reservoirs are

erved by different pipes ( World Bank, 2012 ). This allows hy-

raulic decoupling between the supply and distribution networks

ith the reservoirs serving as buffering tanks rather than to bal-

nce pressures. Though there has been a recent work on model-

ng of the filling process of such OHTs by Giustolisi et al. (2014) ,

peration of such systems has received relatively less atten-

ion ( Bonvin et al., 2017 ). Although not explicitly stated, the re-

ent work on optimal operation of rural water supply schemes

y Bonvin et al. (2017) implicitly assumes this design configura-

ion. Here the authors have presented an efficient technique for

cheduling pumps in drinking water networks operated by contin-

ous control valves under few assumptions on pump characteris-

ics. In another work, Amrutur et al. (2016) proposed a technique

or identifying the possibility of continuous water supply in similar

ystems. 

The second difference is in the operation of such systems. In

ome recent work on optimal operation of such networks ( Amrutur

t al., 2016; Bonvin et al., 2017 ), flow (continuous) control valves

re used to regulate flows which have two disadvantages. Primar-

ly, the installation and maintenance cost are much higher for the

ontinuous control valves. Secondly, the output of the scheduling

r optimization algorithm is usually a flow rate that must be main-

ained through the valve. Control valves are highly nonlinear with

arying behaviour over the operating range. Hence, in order to

chieve the desired flow, the control valve should be placed in a

eedback loop with a flow measuring device to achieve the desired

ow rate. Even though instrumentation costs are on the decline,

ost and complexity of installing and maintaining these devices is

igh and hence the applicability in rural water networks in devel-

ping economies such as India seems limited. 

An alternative strategy which we follow in this work is to use

N/OFF valves instead of continuous control valves. An extremely

imple mode of operation is to open all valves in the inlet lines

f the tanks simultaneously and close them manually as the tanks

re filled ( Bhave and Gupta, 2006 ). However, this is not the only

ossible solution. Given that the intermediate tanks in urban and

ural schemes are sized to store as much as 30% and 50% of daily

onsumption, respectively ( Venugopalan, 1999 ), manipulating the

tatus of the valves and the times for which they are switched

N/OFF allows significant flexibility in operation. With availabil-

ty of low cost, low power communication tools, an IoT based sys-

em to operate the valves in the desired manner can be imple-

ented ( Verma et al., 2015 ) at relatively lower costs as compared

o using control valves. 

The third difference is that most published work address the

ump scheduling problem for WDNs with continuous supply as

hey are common in the developed economies. Though not preva-

ent in the developed countries, hundreds of millions of people

round the globe continue to be served by intermittent water sup-

ly systems ( Andey and Kelkar, 2009; Kumpel and Nelson, 2016;

airavamoorthy et al., 2009 ). Shortage in supply and leaks in the

ystem at times force the utility managers to intermittently oper-

te networks which are inherently designed to provide continu-

us supply ( De Marchis et al., 2010 ). In systems with continuous

upply, the pipes are pressurized throughout the day and the con-

umers withdraw from the line according to their requirement. In

ntermittent supply systems, consumers are provided supply once
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Fig. 2. A schematic of a supply network. 
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Fig. 3. Graphical representation of the network given in Fig. 2 . 
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r twice in a day for a duration of few hours. The consumers draw

nough water for the day during this periods and store it at their

acility ( Sankar et al., 2015; Wanjiru et al., 2016 ). Intermittent sup-

ly systems are mostly employed in areas where there is a need to

imit the quantity of water supplied to consumers. The intermedi-

te storage available in these systems affords significant flexibility

n operating the network in comparison to the continuous supply

ystems where the nodal pressure constraints have to be met for

ll times of the day. The proposed technique is applicable to con-

inuous and intermittent networks. 

In the present work, we propose an efficient technique for ar-

iving at the optimal policy for operating valves and pumps in such

etworks. Pumps and ON/OFF valves are used as manipulated vari-

bles to control the flow and pressure. The decision variables are

he number of pumps to be turned on and the state of the valves

n the network over a given horizon and the objective is to mini-

ize energy consumption while meeting the time varying demand.

iven the nonlinear nature of the system, this results in a Mixed

nteger Nonlinear Program (MINLP). We propose to solve this by

ecomposing it into a series of sub-problems that can be solved

fficiently. The first level of decomposition is to decouple the hy-

raulic simulations from the optimization. A set of hydraulic sim-

lations are carried out and their solutions are passed on as pa-

ameters for the optimization problem. The remaining optimization

roblem is still a large dimensional integer problem and hence,

e further decompose it into two sequential sub-problems. In the

rst sub-problem, we solve a relaxed Linear Program (LP) that ig-

ores the time varying demand. In the subsequent sub-problem,

n optimal schedule is determined after reinstating all constraints

hat were relaxed earlier. This results in an integer linear program

ILP) of a much smaller size (as compared to the original problem)

nd hence can be solved efficiently. Also the solution time does

ot scale up notably with the number of pipes and junctions in

he system. For small or medium scale systems, the technique also

rovides the flexibility of completely avoiding hydraulic models by

eplacing it with few field measurements. The applicability of this

echnique is demonstrated on a municipal water supply network

nd the potential advantages are reported. 

. Problem description 

The system in consideration here is the supply side of a wa-

er distribution network. A schematic of such a supply network

elivering water to three OHTs from a single source is given in

ig. 2 and its equivalent graphical representation is given in Fig. 3 .

n the system, potable water is pumped from the source (treat-

ent plant or water source) to OHTs, the withdrawals of which

re assumed to follow a pattern that is known a priori. The source

s assumed to be maintained at a constant head and the electric-

ty tariffs are also assumed to be constant throughout the day. An

N/OFF valve is provided at the inlet of each tank using which

he supply into the tank is controlled. The head against which the

ump operates as well as the flow rates will depend on the set
f OHTs that are receiving supply. In other words, the combina-

ion of valves that are opened together does affect the energy con-

umed by the pump. Therefore, the challenge here is to identify

he optimal water filling schedule while meeting the consumer de-

ands. The schedule can be equivalently described in terms of set

f valves that are to be opened and pumps to be operated at dif-

erent times of the day. Though the system in consideration here

as only a single source and a single pump, the proposed tech-

ique can easily be extended to systems with multiple sources and

umps. 

A structural feature of the supply systems considered here is

he location of inlet to the OHTs. While continuous supply sys-

ems have a single line connected to the bottom of the reservoir

erving as both the inlet and outlet from it, the systems under

onsideration (typically rural water supply schemes) have their in-

et to the OHTs located at the top. Location of inlet at the top

romotes mixing of the water during supply into the tank and

hereby accumulation of sediments in the tank is prevented. This

elps in maintaining the quality of water supplied downstream

 Ainsworth, 2004 ). From a modelling perspective, this provides the

dvantage that the level of water in the tanks does not affect the

ead against which the pumps have to operate. The pumps always

ave to deliver to a height equal to the inlet of the OHTs, which is

ocated at the top of the tanks, irrespective of the water level in it.

With these details, an optimization problem ( P ) is formulated

or obtaining the schedule that delivers the water to the OHTs

n an energy efficient manner. In the continuous time formula-

ion discussed below, the horizon is broken down to I max time

lots each with their respective time span τ1 , τ2 , . . . , τI max 
. The de-

ision variables are the lengths of the time intervals, the valves

nd pumps to be operated in each of these intervals and corre-

pondingly, the pressures and flows in the network in these inter-

als. Here we are searching for a cyclic schedule and hence starting

evel of water in the tanks are also decision variables. The param-

ters for the optimization problem (and their equivalent for the

raph given in Fig. 3 ) are as follows: 

 v , the number of valves in the system 3 

 p , the number of pumps in the system 1 

 , the set of junctions (nodes) in the system {1, 2, 3, 4, 5, 6, 7,

, 9, 10, 11, 12} 

 I , the set of intermediate nodes in the system {2, 3, 4, 5, 7, 8,

0, 11} 

 T , the set of tanks in the system {6, 9, 12} 

 , the source of supply {1} 

 , the set of arcs in the network. An arc may indicate a pipe, a

alve or a pump {(1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (3, 7), (7, 8),

8, 9), (7, 10), (10, 11), (11, 12)} 

 v alv e , the set of arcs representing a valve {(4, 5), (7, 8), (10,

1)} 

 pump , the set of arcs representing a pump {(2, 3)} 
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Fig. 4. A schedule for the network given in Fig. 2 . 
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E pipe , the set of arcs representing a pipe {(1, 2), (3, 4), (5, 6),

(3, 7), (8, 9), (7, 10), (11, 12)} 

H j , the capacity of j th tank 

z ( l , m ) , the length of pipe segment ( l , m ), ( l , m ) ∈ E pipe 

d ( l , m ) , the diameter of pipe segment ( l , m ), ( l , m ) ∈ E pipe 

φ( l , m ) , the Hazen Williams coefficient for the pipe segment ( l , m ),

( l , m ) ∈ E pipe 

The following are the variables used: 

τ i , the length of the i th time interval 

x i , ( l , m ) , the binary indicator variable for the valve positions/pump

ON/OFF status in time slot i , (l, m ) ∈ E v alv e ∪ E pump 

Q i , ( l , m ) , the flow rate across arc ( l , m ) in time slot i , ( l , m ) ∈ E 

h i , m 

, the head at node m in time slot i 

ψ i , ( l , m ) , the head developed by the pump ( l , m ) in the i th time

slot, ( l , m ) ∈ E pump 

P i , ( l , m ) , the power consumed by the pump ( l , m ) in the i th time

slot, ( l , m ) ∈ E pump 

C , the cost per unit energy consumed (assumed to be constant

throughout the day) 

D i , j , the cumulative withdrawal from j th tank at the end of the i th

time slot, j ∈ N T , 1 ≤ i ≤ I max 

V i , j , volume of water in the j th tank at the end of the i th time slot

The complete formulation is as follows: 

(P ) min 

x, τ, V, Q, h 

∑ 

i 

∑ 

(l,m ) ∈ E pump 

CP i, (l,m ) τi (1)

s.t. Q i, (l, j) τi − [ D i, j − D i −1 , j ] = [ V i, j − V i −1 , j ] , 

1 ≤ i ≤ I max , j ∈ N T , (l, j) ∈ E (2)

∑ 

(l,m ) ∈ E 
Q i, (l,m ) = 0 , 1 ≤ i ≤ I max , m ∈ N I (3)

Q i, (l, j) ≥ 0 , 1 ≤ i ≤ I max , j ∈ N T , (l, j) ∈ E (4)

h i, j = h i, jo , 1 ≤ i ≤ I max , j ∈ N T (5)

h i,l − h i,m 

= sgn (Q i, (l,m ) ) 
10 . 67 | Q i, (l,m ) | 1 . 85 z (l,m ) 

φ1 . 85 
(l,m ) 

d 4 . 87 
(l,m ) 

, 

1 ≤ i ≤ I max , (l, m ) ∈ E pipe (6)

(h i,l − h i,m 

) x i, (l,m ) = 0 , 1 ≤ i ≤ I max , (l, m ) ∈ E v alv e (7)

(h i,m 

− h i,l ) x i, (l,m ) = ψ i, (l,m ) , 1 ≤ i ≤ I max , (l, m ) ∈ E pump (8)

0 ≤ V i, j ≤ H j , 0 ≤ i ≤ I max , j ∈ N T (9)

I max ∑ 

i =1 

Q i, (l, j) τi = D I max , j , j ∈ N T , (l, j) ∈ E (10)

I max ∑ 

i =1 

τi = 24 (11)
t  
n addition, non-negativity constraints are imposed on all vari-

bles except Q . Here, Eqs. (2) and (3) are the flow balances for the

anks and other intermediate nodes of the network, respectively.

q. (5) specifies the constant head at the OHTs and Eq. (6) mod-

ls the pressure drop caused by friction across the different pipes

n the network. Although Eq. (7) in its current form represents a

alve with no pressure drop when fully open, it can be easily mod-

fied to include a resistance term if required. The head developed

y the pump is given by Eq. (8) and the bounds on the volume

f water in the OHTs are prescribed by Eq. (9) . It has to be noted

hat, the problem is defined for a cyclic schedule and the initial

evel is also left as a free variable. Eqs. (10) and (11) ensure that

he total daily demand of all OHTs are satisfied within the 24 h

vailable. The right hand side (RHS) of Eq. (11) is set to 24 h under

he assumption that the schedule is being prepared for a day. The

ppropriate horizon length may be substituted in case it is differ-

nt. The solution to this problem gives the time span of different

lots ( τ i ) and the position of the valves and pumps in each of these

ime periods. A sample solution obtained on solving P for the net-

ork given in Fig. 3 is depicted as a Gantt chart in Fig. 4 . Here

ach row corresponds to a pump or a valve in the network and

olumns correspond to time intervals, each of width τ i . A coloured

ell indicates that the corresponding device is ON. 

The head developed across the pump and the efficiency at the

oint of operation is given by the pump characteristic curves. The

haracteristic curves for a pump described later in this paper is

iven in Fig. 11 . The solid line represents the relation between the

ow rate and the head developed across the pump and the dot-

ed lines represent the efficiency. The head developed and the effi-

iency of operation ( η) can be effectively represented as quadratic

unctions of the flow rate ( Bonvin et al., 2017 ). Further, the power

onsumed by a pump is given by the following relation: 

 (. ) = 

ψ (. ) × Q (. ) 

η(. ) 

Apart from the equations describing the pump characteristics,

he other sources of non-linearity in the MINLP described ear-

ier are the hydraulic model equations relating the pressure drop

cross pipes to the flow rates through them ( Eqs. (6) and (7) ).

hese relations define the head loss to be proportional to Q 

1.85 

here Q is the flow rate though the pipe. 

Adding to the difficulty imposed by the non-linearities, the

roblem has significant number of integer variables. The ON/OFF

alves present in the pipes leading to the OHTs are represented by

inary variables ( x ) which takes the value 1 when the valve is ON

nd 0 otherwise. Since there is one such variable for every valve,

or every time slot, i ≤ I max , the total number of binary variables

hat have to be dealt with is (n v + n p ) I max . These binary variables
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Table 1 

An enumeration of all possible states of the network given in Fig. 2 . The pump is 

ON for all states except state 1. 

State T1 T2 T3 

1 0 0 0 

2 1 0 0 

3 0 1 0 

4 0 0 1 

5 1 1 0 

6 0 1 1 

7 1 0 1 

8 1 1 1 

Fig. 5. A state of the network given in Fig. 2 with inlet valves of T2 and T3 ON and 

T1 OFF. 
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nd the non-linear constraints together make this problem difficult

o solve using a conventional MINLP solver. 

. Solution approach 

As mentioned earlier, the general scheduling problem (P) is an

INLP that is difficult to solve. Here we propose a methodology

or solving this problem by decomposing it into three tractable

ub-problems. In the first step, the hydraulic simulation is decou-

led from the optimization. This can be achieved by observing that

or every choice of the binary variables (viz., state of valves and

umps), the flow rates and pressures in the network are uniquely

etermined and independent of τ i . For the schedule shown in

ig. 4 , during time intervals i and j the set of valves that are ON

re the same, and correspondingly the flow rates and pressures are

he same. The flow rates and pressures for each such possible com-

ination of valve and pump states can be determined using a hy-

raulic model alone. We refer to each combination of valve and

ump state as an overall system state, and the number of such

ystem states is equal to 2 (n v + n p ) . It may be also noted that the

ower consumption for each system state can also be determined

rom the solution of the hydraulic simulation. Although, 2 (n v + n p ) 

ydraulic simulations have to be performed, this enables the de-

oupling of the hydraulic simulation from the optimization, and

ence eliminates the source of non-linearities from the subsequent

roblems. 

Despite the above decoupling, the large number of binary vari-

bles still makes the problem difficult to solve and therefore the

roblem is further decomposed. In the second step, we solve a re-

axed problem where the instantaneous demands at each OHT is

gnored and only the cumulative demand for each OHT is consid-

red. This is mathematically equivalent to ignoring the binary vari-

bles and hence the resulting problem is an LP. The solution to this

P identifies the system states that are energetically favourable and

lso determines the time interval of operation for each selected

ystem state. It is implicitly assumed that the solution to the re-

axed problem can be made feasible for the original problem by a

roper choice of values for the binary variables. The physical sig-

ificance of this relaxation and the rationale for proposing this as-

umption are explained in detail in the later sections. 

The third step is the determination of a feasible schedule that

atisfies the time varying demands subject to the capacity con-

traint of the OHTs. The system states and their operating time in-

ervals identified in the second step are used in conjunction with

ther constraints to formulate an ILP to determine such a feasi-

le schedule. If a feasible solution is obtained for the ILP, then this

lso implies that the optimal solution of the original problem is

btained, since the LP relaxation represents a lower bound on the

ptimal value of the original problem. In case a feasible solution

or the ILP cannot be obtained, we seek a sub-optimal solution to

he original problem by reformulating the LP in the second step

nd iterating. 

Each of above three steps is explained in detail in the following

ection using the network in Fig. 2 as an example. 

.1. Characterization of system states 

The state space refers to the set of values the process vari-

bles (e.g., flow, pressure, valve positions) can take. The inlets to

he OHTs are located at the top and the flow rates into them are

naffected by the level of water. Hence, the only variables which

ecides the flow of water in the pipes are the status (ON/OFF) of

umps and valves in the network. The state of the system (except

or the level in the OHTs) can therefore be completely character-

zed by the pump and valve positions in the network. 
For the network shown in Fig. 2 with three tanks and one

ump, the total number of possible states equals 2 4 . However,

he flow rates will be zero irrespective of the valve positions if

he pump is turned off. Therefore, effectively only 2 3 states (two

hoices for each of the three valves, with the pump always ON)

eed to be considered. The complete set of possibilities is given in

able 1 and one of the states, namely state 6, is depicted in Fig. 5 . 

As the number of possible states for the system considered here

re finite, and the flow rates in the pipes and the energy con-

umption are unique for a given state, the following notations are

dopted for convenience: 

 j , k , the flow rate into tank j in state k and 

 k , the cost per unit time for operating the pump in system state k

From the solution of the hydraulic simulations, the values of

 j , k and c k can be determined. In our work, EPANET simulation

oftware interfaced with MATLAB is used for the hydraulic sim-

lations. Typically, rural water distribution networks have 10–12

HTs and the computational requirements for performing these

ydraulic simulations is still reasonable. 

Although, we have used hydraulic simulations to determine the

ow rates and energy consumption data for each system state, it

s also possible to substitute these with measurements of these

uantities obtained through field experiments. Hydraulic simula-

ions require precise knowledge of the network structure and pipe

haracteristics (such as roughness coefficients) which may not be

vailable, and the use of field measurements eliminates such mod-

lling inaccuracies. 

.2. Optimal cost for operation 

The overall optimization problem P can now be reformulated

fter removing all the non-linear constraints (6) –(8) . Furthermore,

he flow rates and power consumption can be treated as known

arameters for each system state as determined from the hydraulic

imulations. In order to reformulate the problem, we define binary

ariable y i , k which indicates whether the system state k is active

r inactive in time interval i . The reformulated optimization prob-

em P1 for minimizing energy consumption is as follows. 
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Fig. 6. A sample schedule after solving P 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

c  

h  

s

t

w  

T  

l

 

s  

∑
 

T  

s  

w  

r  

t  

w  

t  

|  

t  

s

 

o  

c  

s  

t  

u  

s  

f  

s  

g  

m

3

 

s  

s  

fi  

t  

p  

i  

a  

p  

fi  

o  

o  

a

 

l

U  

k

m

 

t  

I

(P 1) min 

y ∈{ 0 , 1 } ,τ,V 

∑ 

i 

∑ 

k 

c k y i,k τi (12)

s.t. 
∑ 

p 

q j,k y i,k τi − [ D i, j − D i −1 , j ] 

= [ V i, j − V i −1 , j ] , 2 ≤ i ≤ I max , j ∈ N T (13)

0 ≤ V i, j ≤ H j , 0 ≤ i ≤ I max , j ∈ N T (14)

I max ∑ 

i =1 

∑ 

k 

q j,k y i,k τi = D I max , j , j ∈ N T (15)

I max ∑ 

i =1 

τi = 24 (16)

∑ 

k 

y i,k = 1 , 1 ≤ i ≤ I max (17)

The optimal solution of the τ ’s and y ’s would give us a sched-

ule similar to the one shown in Fig. 6 . In this chart, each colour

represent different states chosen by the optimization problem P 1

and the width of each cell corresponds to the span ( τ ) of the par-

ticular time slot. As described earlier, each state corresponds to a

configuration of the network that has to be active in the respective

time slot. Further, a particular state may even be chosen for mul-

tiple time slots in the same day as shown in the figure. It has to

be noted that the schedule shown here is only for illustration and

indicative of the solution to P 1 and not the actual solution of an

optimization problem. 

Even though problem P 1 is a mixed integer linear program, the

number of binary variables is 2 (n v + n p ) I max . We formulate a sim-

pler relaxed problem by ignoring constraints on the tank levels

( Eq. (13) ) which are required for meeting the time varying de-

mands at each OHT. The rationality behind this relaxation is de-

scribed is Section 4.1 . The relaxed optimization problem after re-

moving the time varying demand constraints is given below: 

(P 2) min 

y,τ

∑ 

i 

∑ 

k 

c k y i,k τi (18)

s.t. 
∑ 

k 

q j,k 

I max ∑ 

i =1 

y i,k τi = D I max , j , j ∈ N T (19)

I max ∑ 

i =1 

τi = 24 (20)

∑ 

k 

y i,k = 1 , 1 ≤ i ≤ I max (21)

It has to be noted that P 2 has no constraint connecting the i th

time slot to the (i − 1) th time slot. For any solution of P 2, chang-

ing the order of time slots does not affect the feasibility or objec-

tive function. Therefore, for any optimal solution of P 2, it is pos-

sible to reorder the time slots and obtain another optimal solu-

tion in which all time slots with the same system state appear
onsecutively. Consequently, the optimal solution to P 2 determines

ow long each state is active in the day rather than the particular

chedule. Hence, the following definition is adopted. 

 k = 

I max ∑ 

i =1 

y i,k τi 

here t k is the time span for which state k is active in the day.

he optimization problem P 2 can now be transformed into the fol-

owing linear program (LP) with t k as the decision variables 

(P 3) min 

t 

∑ 

k 

c k t k (22)

.t. 
∑ 

k 

q j,k t k = D I max , j , j ∈ N T (23)

 

k 

t k = 24 (24)

he solution of the optimization problem P 3 includes the system

tates that are active during the day and the time interval for

hich each of these states is active, which results in least energy

equirements. It can be observed that the number of constraints in

he LP ( P 3) is | N T | + 1 . Thus, the optimal solution to the problem

ill have only | N T | + 1 active system states in a day. This includes

he trivial state in which the pump is OFF. The time span of these

 N T | + 1 states will add up to 24 h, and the solution is such that

he total daily demand of every OHT is met and the energy con-

umed in the process is minimized. 

It has to be noted that the solution of problem P 3 satisfies the

verall demand for each OHT. If the OHTs have sufficiently large

apacities, then it is always possible to obtain a feasible schedule

atisfying the instantaneous demand at each OHT using the solu-

ion identified by problem P 3. In such a case, this feasible sched-

le also represents the optimal solution of the original problem P ,

ince the optimal objective function value of P 3 is a lower bound

or the optimal solution of problem P . The following section de-

cribes the formulation of an ILP to find a feasible schedule for the

iven capacities of the OHTs and instantaneous demand require-

ents, using the solution obtained by P 3 

.3. Search for a feasible schedule 

In this step, the time of the day during which the different

tates are active is determined. Mathematically, this involves as-

igning appropriate values of y ik such that Eqs. (13) and (14) are

nally satisfied. Various approaches are possible to find a schedule

hat satisfies the constraints of P 1 from the solution of P 3. The ap-

roach followed here divides the time span t k of each active state

nto smaller time slots of equal time length such that each slot has

 minimum specified length, say at least half an hour, and then

ermute these smaller time slots to obtain a schedule which satis-

es all constraints of P 1. An example of division and rearrangement

f five states is shown in Fig. 7 . As the minimum specified length

f a time slot increases, the difficulty in finding a feasible schedule

lso increases. 

The following new notations are used in formulating the prob-

em for finding a feasible schedule. 

 , the set of states determined to be active from P 3. Each element

 in U is active for a span of time t k . 

 k , the greatest integer such that 
t k 
m k 

≥ 0 . 5 ∀ k ∈ U

The number of event points in the day is given by 
∑ 

k ∈ U 
m k . As

here is no more ambiguity in the number of time slots in the day,

 max is updated with this value. 
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Fig. 7. An example showing the division and rearrangement of states. 
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The following new variables are also defined: 

C i , the completion time of time slot i , 1 ≤ i ≤ I max 

L i , the length of time slot i , 1 ≤ i ≤ I max 

f i , j , k , the quantity of water pumped into tank j in time slot i

hough pumping state k 

F i , j , the water pumped into tank j in time slot i 

An optimization problem is formulated to determine a feasi-

le schedule in which the time span of active states determined

n P 3 remain intact. As the program is a feasibility search, there

s no objective function defined and the problem is only a set of

onstraints as described in P 4. The constraints here are similar to

hose used by Cafaro and Cerda (2004) for the scheduling of a

ulti-product pipeline system. 

(P 4) min 0 

s.t. C 1 = L 1 (25) 

 i = C i −1 + L i , 2 ≤ i ≤ K (26) 

 i = 

∑ 

k ∈ U 
y i,k 

t k 
m k 

, 1 ≤ i ≤ I max (27) 

f i, j,k = q j,k y i,k L i , 1 ≤ i ≤ I max , j ∈ N T , k ∈ U (28) 

 i, j = 

∑ 

k ∈ U 
f i, j,k , 1 ≤ i ≤ I max , j ∈ N T (29) 

 i, j − V i −1 , j = F i, j − [ D i, j − D i −1 , j ] , 1 ≤ i ≤ I max , j ∈ N T (30) 

 ≤ V i, j ≤ H j , 0 ≤ i ≤ I max , j ∈ N T (31) 

 

k ∈ U 
y i,k = 1 , 1 ≤ i ≤ I max (32) 

I max 
 

i =1 

y i,k = m k , ∀ k ∈ U (33) 

Here, Eqs. (26) –(29) are definitions of variables and Eq. (30) is

he mass balance at the tank. Eq. (31) restricts the volume of wa-

er in each OHT to be within its capacity. The last two constraints

nsures that only one state is active in a time slot, and every state

s active for exactly the same time as determined by P 3. 
All the constraints except Eq. (28) are linear in the decision

ariables. Eq. (28) is bilinear since it involves the multiplication of

 continuous variable with a boolean variable. However, it is pos-

ible to substitute this bilinear equality by three linear inequalities

ollowing the Glovers linearization scheme ( Glover, 1975 ): 

f (. ) ≤ L (. ) q (. ) 

f (. ) ≥ q (. ) (L (. ) − M(1 − y (. ) )) 

f (. ) ≤ M y (. ) q (. ) 

here, M is a large number which can be set equal to the horizon

ength. If the binary variable y (.) is zero, the first two constraints

ecome inactive and the last constraint ensures that f (. ) = 0 . If y (.) 
s one, the first two constraints become active, and these inequal-

ties reduces to the original equality constraint f (. ) = L (. ) q () . The

eason for using this reformulation is that it makes the formula-

ion a mixed integer linear program (MILP) and can therefore be

olved using a standard MILP solver. 

A feasible solution to P 4 is an optimal solution to the schedul-

ng problem P with the optimal objective function value obtained

n P 3. 

. Addressing exceptions 

The decomposition approach described in preceding section

ill provide an optimal solution in most cases. However, in some

ases a feasible solution to problem P 4 may not be obtained. This

an arise due to the choice of the minimum time interval size used

or formulating P 4. We discuss a method to deal with such cases

n the following subsections. 

.1. Feasibility of P 4 

The transformation of problem P 1 to P 3 is obtained by ignor-

ng constraints on tank heights during the operation. In general,

HTs usually have sufficiently large capacities. The manual on wa-

er treatment and supply ( Venugopalan, 1999 ) specifies that the

apacity of service reservoir to be at least one third of the days

emand for urban areas, and half of the daily demand in rural ar-

as. However, in practice, the capacities are usually higher than

hese norms. Such high buffer capacities reduces the chances of

HTs overflowing or running dry in the day. Hence, the probabil-

ty of obtaining the optimal solution to P 1 by solving the relaxed

roblems P 3 and P 4 is high. However, in some cases, even though

he original problem has an optimal solution, since P 3 is a relax-

tion, we may get an infeasible solution for P 4. If a feasible solu-

ion to P 4 is not obtained, then we can reduce the minimum inter-

al size from half an hour to a lower value. Reduction in interval

ize increases the number of intervals in the scheduling horizon

nd thereby improves the flexibility available for problem P 4. At

 very small interval length, P 4 guarantees a feasible solution if

he original problem P has a feasible solution. If we cannot reduce

he minimum interval size below a limit (for practical reasons) and

till do not have a feasible solution, then we will search for a sub-

ptimal feasible solution. For this purpose, the Linear program P 3

as to be revisited to find a new set of active states. This time,

 3 is solved with a modification in the last constraint i.e, Eq. (24) .

he time allowed for completing the schedule is reduced to a value

ower to than the time for which the pump was active in the pre-

ious solution of P 3. Reducing the time allowable results in higher

ow rates (pumping faster) and thereby finding a feasible schedule

sing P 4 becomes easier. A flow chart describing the whole algo-

ithm is given in Fig. 8 . 
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Fig. 8. Flow chart describing the complete solution procedure ∗IL: Minimum interval length, PL: Practical lower limit for interval length. 

Fig. 9. Schematic of the supply network. 
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4.2. Active state with small time span in P3 

The minimum length for time slots in P 4 was taken as half an

hour. This cannot be implemented if the total active time of any

state t k obtained from P 3 itself is less than half an hour. In such

situations, the state k has to be removed from the schedule af-

ter transferring the demand supplied by it into the remaining ac-
ive states. That is, the particular state can be removed and other

tates can be given additional time such that the demand at all

HTs are satisfied. Performing this re-apportionment using system

tates which are already chosen as ‘efficient’ may not significantly

ncrease the overall energy consumption. 
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Fig. 10. Consumption pattern for the tanks. 

Fig. 11. Characteristic curves of the pump used. 
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Table 2 

Tank capacities and withdrawals. 

Tank Daily Demand (MLPD) Capacity (ML) 

T1 0.63 0.21 

T2 0.77 0.257 

T3 1 0.333 

T4 1.3 0.433 

T5 0.61 0.203 

T6 3.08 1.027 

T7 1.01 0.337 

T8 0.72 0.24 
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.3. Initial tank level provided a priori 

In this technique, we assumed that the initial tank volumes are

ecision variables and the Problem P 4 was provided with the free-

om to choose their value (subject to the constraints). While im-

lementing this schedule, the tank levels are brought to this value

t the end of the first day and the schedule can be repeated the

ollowing day, if there are no changes to the demand patterns.

owever, there can be unexpected variations in consumption and
Fig. 12. The active states and their tim
he daily schedule has to be adjusted depending on the initial wa-

er levels in OHTs. In such cases, the available initial tank levels

ave to be treated as a specified parameter rather than a decision

ariable for P 4. It has to be noted that this can cause a slight re-

uction in the feasible region available for the problem. 

. Case study 

A supply network that is being proposed for a city in south-

rn India was selected for demonstrating the proposed approach.

he network had a single pump (with standby) supplying water to

ight overhead tanks from a single source. A schematic of the net-

ork is shown in Fig. 9 . The daily withdrawal from the tanks and

he capacities are given in Table 2 . The withdrawal from the tanks

ollowed the withdrawal pattern given in Fig. 10 . The characteristic

urves of the pump used in this study is given in Fig. 11 . 

In the first step, the network was simulated using EPANET for

ll the 2 8 configurations as described in Section 3.1 . Each config-

ration was defined in MATLAB and EPANET was invoked multi-

le times from MATLAB to simulate the network. The computation

ime for carrying out the 256 network simulations was in the or-

er of a few seconds. The flow rates into all tanks and the en-

rgy consumption rate for all the possible valve combinations were

ecorded. The pumping rate was the maximum for the state with

ll valves open (174.4 l/s) and this state also recorded the highest

ower consumption (257.7 kW). Notably, the energy consumed per

nit of water supplied was the minimum for this state. The state

ith only T1 open recorded the lowest pumping rate of 17.6 l/s at

 power consumption of 166.7 kW. 

In the next step, problem P 3 was formulated and solved for

he network using MATLAB. P 3 being a small LP, it took negligi-

le time to complete. The selected states and their respective time

pans are shown in Fig. 12 , each colour indicating a unique state.

s expected, the total number of active states was nine, includ-

ng the trivial state where all valves were OFF. A colouration in

ny cell indicates that the valve to the tank is open in the cor-

esponding state. The minimum energy required for supplying the

ater was identified to be 4853 kWh with pumping time slightly

ore than 20 h. The shortest state with only two tanks being sup-

lied was active for 40 min while the longest state was active for
e spans in the optimal schedule. 
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Fig. 13. The Gantt chart depicting the optimal schedule. 

Fig. 14. The variation of levels in the OHTs following the optimal schedule. The 

straight lines indicate the maximum tank capacity. 
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more than six hours. It has to be noted that excepting state 7 and

state 9 (when pump is OFF), at least 3 tanks are supplied with wa-

ter. Also, the power consumed by the pump in these states were

also similar. Following this, P 4 was solved using CPLEX to obtain

a feasible schedule. An Intel (R) Core (TM) 2 Duo CPU E7400 @

2.80 GHz system solved the problem in 22 s. The Gantt chart de-

picting the optimal schedule is given in Fig. 13 and the level vari-

ations in the OHTs is given in Fig. 14 . As pointed out earlier, this
Fig. 15. The states identified fo
peration schedule required an energy consumption of 4853 kWh

nd pumping time of 20 hours 18 minutes in a day. The total num-

er of valve operations required were 138. Analysing the schedule,

n immediate question that may arise is why the second slot has

ump OFF though most of the tanks have not filled to their re-

pective maximum. The reason is that, though the OHTs are not

lled at the end of the second slot, most of them almost reach

heir maximum sometime later. Therefore, if the pump is operated

uring the second slot as well, there is a chance that the OHTs may

verflow at a later time instant. 

For comparison, another schedule for the same system was de-

eloped heuristically. Two OHTs, T1 and the T6 were identified to

e difficult to fill either due to high demand or elevated location.

herefore, the heuristic schedule was developed with only these

wo receiving the supply initially. Once the demand at any of the

wo were met, supply was provided to three of their neighbouring

HTs. Thereafter, the supply to a tank was closed as and when the

otal demand requirement of the tank was met. The active states

dentified in this way and their respective time spans are given in

ig. 15 . As one of the states active in this policy of supply had only

 time span of about 3 min, the state was removed and the supply

as taken over by other active states as described in Section 4.2 . A

chedule was then obtained by solving problem P 4 for these states

s given in Fig. 16 . This policy of operation had an energy expense

f 5351 kWh and a pump operating time of 22 h 50 min per day. 

The costs incurred for supplying water to only one tank at a

ime was also calculated. The energy required for this, 8566 kWh,

as almost double as that required by the optimal schedule. More-

ver, it was impossible to implement this schedule as it required a

umping time of over 40 h a day. 
r the heuristic schedule. 
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Fig. 16. The Gantt chart depicting the heuristic schedule. 

Fig. 17. The gantt chart depicting the optimal schedule with reduced tank capacity. 
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Fig. 18. The variation of levels in the OHTs with reduced capacity. The straight lines 

indicate the maximum tank capacity. 
The time taken to solve the problem P without decomposition

sing a standard solver was also tested. For this purpose, rather

han solving the complete non-linear problem ( P ) on an MINLP

olver, the simpler version P 1 was solved using an MILP solver.

o remove the non-linearities completely, the day was discretized

nto intervals of equal length. Two cases were solved using CPLEX

n the NEOS server ( Czyzyk et al., 1998; Dolan, 2001; Gropp and

oré, 1997 ), one with interval length half hour and the other

ith interval length one hour. The first case provided a solution

f 4854.7 kWh with an MIP gap of 0.85% in 1375 s. The second

ase with larger interval remained at an MIP gap of 1.88% even af-

er 4500 s. On choosing CBC as the solver, in both the cases the

rogram terminated with no results after the maximum running

ime of 8 h. This clearly demonstrates the efficiency of our pro-

osed decomposition approach and its ability to find the optimal

olution. 

In the optimal schedule obtained ( Figs. 13, 14 ), the water level

n few OHTs were reaching their respective maximum and mini-

um permissible values at some instances. Such a schedule will

ot be able to accommodate any unexpected variations in de-

and. In order to overcome this, the constraint for P 4 given by

q. (31) was further tightened. The minimum permissible volume
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Fig. 19. The gantt chart depicting schedule with minimum interval length 15 min. 

Fig. 20. The variation of levels in the OHTs with minimum interval length 15 min. 
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was increased to 10% of the tank capacity and the maximum per-

missible volume was reduced to 90% of the tank capacity. With

this updated constraint, P 4 was solved once again (in 132 s) and

the resultant schedule is given in Fig. 17 . Also, the variations in

tank levels following this schedule is given in Fig. 18 . It has to be

noted that such a change in P 4 to tighten the allowable limits of

tank levels do not affect the objective function of the overall for-

mulation. 

The problem was further tightened by reducing the tank ca-

pacities by an additional 8%. This resulted in problem P 4 becom-

ing infeasible. This is addressed using the technique described in

Section 4.1 As described earlier, to overcome this, the minimum

interval length of P 4 was brought down to 15 min from the earlier

30 min. The updated problem P 4 was solved with ease and the re-

sulting schedule is given in Fig. 19 and the level variation in the

OHTs are given in Fig. 20 . 

In intermittent water systems, water is withdrawn from the

OHT to smaller tanks rather than directly to consumption points

( Wanjiru et al., 2016 ). Therefore, withdrawals normally stay close

to a mean value throughout the day. Finding solutions of P 4 for

networks with constant withdrawal patterns is much easier than

with withdrawal patterns of high variability. In the case study, a

pattern provided in the Handbook on works audit ( Office of the

Principal Accountant General ) for household consumption was

used to model the withdrawal from the OHTs and this had high
ariance about the average daily demand. Therefore, the case taken

or study here was undoubtedly one from the category of ’difficult’

etworks as far as the solution technique is concerned. 

. Conclusion 

This paper discussed a novel technique for optimal operation

f the supply side of a certain class of water networks, which

re typical of low and middle income countries. The approach in-

olved decomposing the MINLP into three smaller (and simpler)

ub-problems which were solved in a sequence. The decomposition

as made possible by exploiting few unique structural and oper-

tional features of the supply systems with intermediate storage

acilities. The applicability of the technique was demonstrated on

he model of a proposed network. The optimal schedule consumed

.3% less energy in comparison to another schedule developed us-

ng heuristics. The daily pump operating time was also less for the

ptimal schedule by about 2.5 h in comparison with the heuristic

chedule. Possible extensions of the technique may include incor-

orating time varying electricity tariffs for the system. 
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